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ABSTRACT

We present an outline of the operating domain for control software

in Ocado warehouses, and provide results which suggest that in

this well-understood and highly controlled environment, there

are limits to the uncertainty which planning and control systems

need to consider. More specifically, that planning approaches can

be biased towards rapid recovery when something goes wrong,

rather than trying to deal with all possible eventualities up-front.

Since academic interest has generally focused on complex and

highly fault-tolerant up-front planning, we believe this domain and

planning approach is fertile ground for further investigation.

CCS CONCEPTS

• Software and its engineering → Software fault tolerance;

Real-time systems software; • Applied computing→ Online shop-

ping;
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1 INTRODUCTION

Autonomous, self-adaptive, and robotic systems are deployed in

many environments which exhibit unavoidable unpredictability of

events and outcomes. Consequently, much research effort has been

expended on approaches that tolerate and adapt to uncertainty

[5, 9]. However, the associated uncertainty differs by environment

and therefore the ideal planning and control strategies will differ.

Environments that are largely unexplored, where the cost of failure

is very high (such as the surface of Mars), demand elaborate, open-

ended and highly fault-tolerant planning and machine learning

that come at significant computational and financial cost [2, 3].

In contrast, environments that are well understood and highly
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controlled (such as a logistics warehouse) allow for approaches

which can operate at scale while still being cost-effective [11].

Ocado operates a number of automated warehouses in which

robots, conveyors and lifts operate 24/7 to fulfil grocery orders,

subject to hard shipping deadlines, product shelf-life requirements,

and storage and handling constraints [8, 15]. These warehouses

(also known as Customer Fulfilment Centres — CFCs) constitute a

controlled artificial environment in which sources of uncertainty

are generally bounded and limited to a set of known unknowns

(in the Rumsfeld ontology [17]). We therefore focus our effort on

minimising the impact of these known failures, rather than under-

taking complex deliberative processes that attempt to deal with

every possible eventuality.

One of the ways the impact of uncertainty is minimised in the

automated warehouse is by making the hardware components inter-

changeable (i.e., redundant). The components present in an Ocado

warehouse include mobile robots, conveyors, shuttles,1 and lifts

(which we collectively term actuators hereafter). Redundancy is

used to ensure there is no single point of failure. Each warehouse is

divided into three temperature regimes—ambient, chill and freezer—

according to the kind of stock stored there.

The sources of uncertainty in the warehouse include (but are

not limited to):

• failures due to mechanical wear and tear,

• performance variations due to manufacturing inconsisten-

cies,

• performance variations due to operational capabilities of the

hardware,

• variation in the performance of human operators,

• variation in radio communication performance,

• failures due to hardware manufacturing defects,

• failures due to dirt and contamination, and

• human errors.

To account for slight performance differences between individual

instances of a specific type of actuator, suitable bounds can be

specified for these variations. This performance envelope allows the

control system to more easily account for and tolerate individual

performance deviations. The failure of an individual actuator is

usually tolerable as the work can be allocated to another of the same

type. The challenge is to ensure the fault is adequately quarantined

and the work is reallocated as quickly as possible and without

human intervention.

Allocation of work is done by the warehouse control systems,

which select strategies and decide upon the sequence of actions to be

performed. Since the control systems exploit bounded uncertainty

in assuming reliable hardware operating within a performance

1https://www.tgw-group.com/en/Products/Storage-Solution/Shuttle-
Systems/Shuttle-Systems
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envelope, any failure invalidates at least one local task, and, in

the worst case, every task. The control systems must then take

remedial action to quarantine or correct the fault and reallocate

work to ensure minimal loss of throughput (which can be measured

as the rate of completing customer orders).

In the remainder of the paper, Section 2 outlines our general

approach in dealing with bounded uncertainty, Section 3 presents

some results of the approach from a live Ocado warehouse, and

Sections 4 and 5 relate our approach to other work in the field and

give our view on what challenges remain.

2 APPROACH

The primary actions available to the warehouse control system are

those related to movement of storage containers in the X, Y, or Z

direction. For example, a conveyor may move containers in the X

direction, while a mobile robot or a lift may move containers in

multiple axes. The sensors available to each hardware component

may indicate a fault or reduced performance, either during an action

or before an action is scheduled to be performed.

Sequences of actions are selected to allocate work to particular

actuators, and coordinate their movement (for instance, to avoid

collisions). Action sequences are composed into local plans for each

actuator, and (notionally) a global plan for the warehouse as a whole.

The large number of actuators in the warehouse (which is in the

thousands) means that this plan generation task is computationally

challenging, even without considering the possibility of failures.

For example, if 500 storage containers are in motion at once, then at

least 500 concurrent actions must have been selected and scheduled

by the control system.

Among the wide range of approaches for planning, we have

therefore chosen to apply computationally efficient algorithms to

minimise this up-front cost, and defer most decisions pertaining

to failures until the failures actually occur. This is in contrast to

approaches such as [1, 4–6, 16], which variously attempt to pre-

calculate strategies for failure handling in more or less exhaustive

ways. Those approaches increase the cost of generating the ini-

tial plan (and any subsequent plans that have to be generated as

a result of unknown unknowns) in the hope of never needing to

regenerate a plan. In the warehouse, we can exploit the large-scale

redundancy of components to localise the impact of failures, and

perform local recalculations instead of global ones. Furthermore,

the use of performance envelopes ensures that actual failure cases

are sufficiently infrequent.

Figure 1: Black circles show actuators capable of moving in

X or Y. Arrows indicate planned actions.

Let us consider the case of a storage container being moved from

an (x ,y) storage location at (1, 1) to (9, 1) as in Figure 1. Suppose

there is a constraint in the physical environment that means two

actuators must be co-ordinated to complete this movement. The

control systemmay generate a partially ordered sequence of actions

such as

1 (move, _, actuator1, (_, _), (1, 1))
2 (move, container1, actuator1, (1, 1), (5, 1))
3 (move, _, actuator2, (_, _), (5, 1))
4 (move, container1, actuator2, (5, 1), (9, 1))

In other words, actuator1 must move into position (1, 1), where

it will collect container1; actuator1 must move (in the X direction)

from (1, 1) to (5, 1); actuator2 must move into position (5, 1), where

container1 will be handed over from actuator1; and actuator2 must

move from (5, 1) to (9, 1). Note that although the actions are pre-

sented in a total order, step 3 is free to happen earlier or in parallel

with steps 1 and 2.

The two actuators may invalidate this plan in various known

ways. For example, actuator1 may perform slower than expected

and miss its synchronisation point with actuator2. Alternatively,

actuator2 may experience a hardware fault on its way to synchro-

nise with actuator1. If either of these situations actually occurs,

there is little reason for it to have immediate impact on the work

of actuator3 and actuator4 (which may be handing over a different

container), or the thousands of other actuators operating simulta-

neously. This locality of failure is the key characteristic of Ocado’s

problem domain that makes our approach advantageous.

Once the control system is apprised of the situation, the local

plan is invalidated and remedial actions are applied. The steps to

recovery are as follows:

(1) Plan invalidation - detecting which tasks are no longer

valid.

(2) Fault quarantine - e.g., disabling faulty hardware as nec-

essary and ensuring no other actuators attempt to interact

with it.

(3) Fault escalation - e.g., alerting hardware engineers or op-

erations personnel.

(4) Performance book-keeping - e.g., altering preference func-

tions.

(5) Plan recalculation - including physical remedial steps such

as “undoing” previous actions, correcting mistakes arising

from the fault, and actions that resolve any ambiguity in the

physical state of the system (e.g., scanning the barcode on a

container to check its identity).

In the case of slow performance of actuator1 (which is outside the

expected performance envelope), it may be the case that no specific

remedial action (other than recalculating a plan) is necessary. If the

actuator is frequently performing poorly, the control system may

decide to escalate the issue to an engineer and prefer not to allocate

work to the actuator in the meantime. The recalculated plan may

continue to use actuator2, although the time of synchronisation

between the actuators will be different. There may be a knock-on

effect on any future work involving either actuator, which must

be recalculated. For example, if actuator2 was meant to hand over

the container to actuator4, the plan for actuator4 will need to be

recalculated.
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In the case of a hardware fault on actuator2, the remedial action

will depend on the type of problem and history of the actuator. As

with performance issues, if the actuator is frequently exhibiting

the fault, the control system may escalate the issue to an engineer.

In any case, the fault is immediately quarantined and the rest of

the warehouse continues operating. Since actuator2 can no longer

be used for this work, a different actuator (e.g. actuator4) must be

selected to take over steps 3 and 4 of the task.

Human errors (such as a container being moved unexpectedly)

are, generally speaking, detected indirectly through the sensing

capabilities of each hardware component. Since the control system

must tolerate sensor values changing unexpectedly (due to hard-

ware faults), the recovery process is often identical, even when the

resulting system state is ambiguous. For example, the physical state

of the system can be determined by scanning the barcodes on the

affected containers.

3 RESULTS

To demonstrate the utility of our approach, we provide empirical re-

sults from a live Ocado warehouse showing the impact of situations

that invalidate the global plan in comparison to situations with local

impact. Figure 2 shows how one measure of system productivity —

the number of in-progress tasks — is affected when the global plan

is invalidated. The downtime duration is dependent on how long

it takes for the actuators to be returned to a state in which they

can be allocated work (steps 1-4 of the recovery process described

above) or in which they can safely be left unused — a process which

may require manual intervention (step 3 of the recovery process).

In this particular case, the downtime is less than 1 minute and the

ramp-up period following the downtime takes approximately 10-15

seconds.

Figure 2: Impact of clearing the global plan

Figure 3, in contrast, shows the impact of a local fault, with

respect to the same measure of system productivity as used in

Figure 2. At point B on the graph, 11 tasks were invalidated, while

at point A, 18 tasks naturally completed within approximately

100ms of each other. Given that the subsequent recovery of system

productivity is very similar in both cases (taking 1s or less), this

shows that the impact of local plan invalidation is indistinguishable

from the natural variation in work coming into the system.

Figure 4 shows how often some number of tasks are invalidated

as a result of local plans being recalculated, with over 95% of cases

Figure 3: Impact of clearing local plans

invalidating fewer than 5 tasks.2 This is orders of magnitude fewer

tasks compared to when the global plan has to be recalculated.

Figure 4: Frequency of task invalidation counts due to the

clearing of local plans

4 RELATED WORK

Our approach is aligned with both the MAPE-K reference model

[12, 13] and the conceptual architecture of the three-layer model

of Kramer and Magee [10, 14]. The latter provides a hierarchical

distinction between functionality such that real-time concerns are

dealt with as close to the hardware as possible, while slower delib-

erative tasks take place in the higher layers. In contrast, MAPE-K

explicitly separates the stages of monitoring, analysing, planning

and executing. In the warehouse, monitoring of performance and

failures provides input for plan recalculation and eventual execu-

tion by the actuators. We have focused on making the recalculation

efficient so that loss of productivity is minimised.

As indicated above, our approach runs somewhat counter to the

many and varied approaches that attempt to deal with uncertainty

up-front [1, 4–6, 16, 18]. Our experience, with a highly redundant

industrial-scale system (with high availability requirements), has

been that it is better to amortise the cost of the bounded uncertainty

present in the warehouses over the long run. FUSION is a notable

example of another approach that attempts to reduce these up-front

costs [7].

2The Y axis values are somewhat arbitrary as they depend on the time period covered
by the data.
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5 CONCLUSIONS

In this paper we have outlined our pragmatic approach to dealing

with bounded uncertainty in a highly redundant industrial-scale

system. We have described how we exploit the bounded impact of

actuator failures and performance variations by performing local

plan invalidation, which lowers the time taken to recover from a

failure, thus minimising its impact on overall productivity. This is

supported by empirical results from a live Ocado warehouse, where

local recalculation is indistinguishable from variations in work the

system is asked to do.

We believe this insight could be a fruitful basis for future research

into the different categories of uncertainty and the approaches that

are best suited to each of them.
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