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ABSTRACT
Code generators are frequently used when language-independent specifications are compiled into client libraries to support multiple languages. One example is the message definition specification of the Robot Operating System (ROS). This work discusses how a configurable code generator for reconfigurable hardware built using a model-based toolchain based on attribute grammars is tested during development. It supports multiple input and output variants for different source and target languages. To ensure the correctness of all potentially generatable code, a modular test toolchain is provided that can be extended to support different client libraries. Using it, we can identify bugs concerning specification divergence of the tool under test for all current ROS distributions. In this work, we present insights obtained during the design and execution of the test system.
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1 INTRODUCTION
Robotics has become an important field in the research community and industry over the last decades, but there are still open challenges to solve [1]. The application fields range from manufacturing [2], collaborative robots (cobots) interacting directly with humans [3], biomedicine [4], drones for different application [5] as well as mobile robots [6], to name a few. Due to the wide range of applications, robotic platforms are becoming more complex (including heterogeneous sensors and actuators) even more when multiple ones are part of the same system, like an automated warehouse [7]. Hence, their middlewares are preferably vendor-independent.

The Robot Operating System (ROS) [8] is the most popular middleware, providing many open-source packages supporting all kinds of robots, data processing, and planning algorithms. ROS defines nodes where computations are performed. They communicate via topics, characterized by the type of message they transport. Nodes can be publishers (produce and broadcast data) or subscribers (consume data to process), and a combination of both. ROS provides all the communication mechanisms for all nodes in a system to communicate. They can be programmed in various languages, for which client libraries exist. Message types are defined by an Interface Definition Language (IDL). Therefore, each programming language can leverage specific code generators to generate language-specific bindings for each message type.

The System Under Test (SUT) in this paper is our previous work FPGA Interfaces for Robotic Middlewares (FIRM) [9], a model-based tool using Attribute Grammars (AGs) and logic-less templates, that consumes message type definitions of ROS as input and produces dedicated hardware components in Very High Speed Integrated Circuit Hardware Description Language (VHDL). The generated VHDL is automatically integrated into a provided hardware architecture that allows hardware accelerators running on the Field Programmable Gate Array (FPGA) to communicate directly with other ROS nodes. The tool was designed to be flexible and can be adapted to other middlewares or changes to the existing ones without much effort. Figure 1, adapted from [9], shows an overview of the system showing how the test system is integrated into the process. ROS messages are obtained from the runtime environment via the ROS command-line interface. These are then parsed and transformed into a model, which is iteratively transformed into VHDL code using model-to-model and model-to-text transformations. A second test generation component uses a similar process to construct a validation architecture using only parsed messages. This ensures that all subsequent transformation steps do not suffer from error propagation through shared components.
Lately, the industry has been paying more attention to ROS with the arrival of ROS 2, improving the quality of ROS 1 by relying on industry standards, thus enabling more commercial use cases [10]. Each field will impose specific requirements for the robotic systems, such as performance, energy consumption, or real-time guarantees. This poses two challenges for FIRM. First, the tool has to support multiple variants of ROS 1 and ROS 2 in all maintained versions. Second, running the tool in a production environment requires the correct behavior of the generated hardware components and communication architecture for every generatable module. However, ensuring correctness for code generators like our SUT is challenging because it requires validating the semantic equivalence between the input model and the corresponding generated code. Traditional testing techniques often involve simpler input and output domains than code generator models that can have complex syntactic and semantic structures [11]. This work explores the systematic testing methodologies for an experimental ROS client library, specifically emphasizing its message generation capability. Our research provides a systematic and methodical examination of the testing process, focusing on the following aspects:

Thus, we reflect on our efforts to systematically test an experimental ROS client library, focusing on the following questions.

**RQ1** How to systematically test interface generator backends?

**RQ2** Can the test process be structured to acknowledge the distribution of skills and responsibilities between the specification language and the backend language expert?

**RQ3** Can an approach tailored to a code generator based on logicless templates help improve test quality?

The remainder of this paper is used to argue for three separate test systems for different aspects, shows how these systems are used for our SUT, and discusses the results and insights obtained from the application of the test system (addressing the research questions).

## 2 RELATED WORK

We provide an overview of how similar testing challenges are addressed, ranging from very specific testing approaches for other ROS client libraries to more general testing approaches for (model- and template-based) code generators.

Most ROS client libraries are created using the genmsg tool [12] in ROS 1 and the rosidl framework in ROS 2, which both use Python programs and a Python template engine. For some officially supported languages, such as C++ and Python, some tests exist for the individual features of ROS messages. These are sufficient because message code generation happens extremely often during ROS build processes. Therefore, bugs and regressions are detected quickly - something that is not the case for unsupported and more challenging to support languages such as VHDL, which is one of the motivations for this work. Furthermore, other complex message processing tools, such as the message introspection tool `ros_babel_fish` [13], could benefit from systematic testing.

Further broadening the scope to Template-Based Code Generators (TBCGs), there are only a few testing approaches, such as [14]. Likewise, a survey in the context of MDE [15] identifies a lack of formal verification approaches for template-based code generation. This may be caused by the fact that TBCGs usually use complex DSLs or general-purpose languages in the templates. To address this shortcoming, the survey refers to verification approaches in the field of compilers, which also relates to our AG-based approach. Here, a recent survey [16] presents solutions for grammar-based testing and identifies efficiency and generalizability as interesting research topics.

Stuermer et al. [17] present a model-based testing approach. The challenges identified there, like a lack of specifications and high complexity of the involved systems, can also be found in this work and are investigated here.

Boussaa et al. [18] propose a container-based testing infrastructure for testing the non-functional properties of families of code generators. This approach has later been extended to use metamorphic testing [19]. The Genesis framework [20] is a model-based approach that uses execution traces of both input models and generated code to test code generators. The authors argue that using a model-based approach with a common formalism across all its parts enables three test dimensions, parametrized tests, testing multiple target platforms, and across multiple meta-levels.

Ecker et al. [21] present an industry solution for hardware and software code generation based on a model-driven architecture. They verify their generated designs via a separate semi-automatic
property generation flow that transforms temporal traces into test-benches. In conclusion, the review of the state of testing in ROS shows that there is an opportunity for improvement. The research community has identified and (in parts) addressed many aspects that are relevant to this case study, thus making it a topic of interest for further research.

3 MODULAR TEST TOOLCHAIN

Our test toolchain is designed to accompany a model-driven code generation toolchain. Such code generators are centered around a layer-based approach, relying on multiple internal models to generate the code. After parsing an initial model, intermediary representations are created via model-to-model transformations that transform the model in a well-defined way. In the final step, code is generated from the last model via a model-to-text transformation [22].

The proposed test toolchain uses artifacts derived from the intermediate models for test assertions and the generation of test artifacts. Even though it is currently only used to validate FIRM, these mechanisms are generic. They can be applied to similar model-driven tools that generate client libraries from interface specifications. The test toolchain is designed in a modular way similar to the original SUT to provide flexibility towards changes to the underlying interface specification or robotics middleware. It is split into three different test systems, TS1 to TS3, that target different test objectives. All test systems use a set of specifications that covers the specification language as completely as possible (RQ1).

Frontend Tests (TS1). This system ensures that the frontend of the SUT complies with the interface specification language. A correct parse tree is required for every input set specification. Therefore, more than a simple cycle of parse, reprint, and compare is required. Instead, we use an existing oracle that generates a unique output for each specification. Usually, in the ecosystem of a middleware, such oracles exist, e.g., in the form of introspections, analysis, or visualization tools. Such a test system not only ensures that the frontend complies with the interfaces but allows the identification of potentially tool-breaking bugs early. Additional negative tests can be added to strengthen the trust in specification compliance further. However, such tests require a precise specification, which does not exist for ROS 1 and has issues for ROS 2 (cf. Section 5).

Regression Tests for Semantics (TS2). A set of regression tests ensures that the semantics of the instance are preserved during model transformations and computations. Therefore, the regression tests are not (only) performed on the output of the SUT but on intermediate artifacts in the model-driven toolchain. Although a comparison between a set of input and associated expected output instances would be sufficient, testing intermediate artifacts provides the benefit of identifying bugs early and helps trace them down without knowledge of the target language (addressing RQ2).

Message-Level Acceptance Tests (TS3). The previous two test systems target the tool in a traditional software testing sense by ensuring the correct execution of the tool. However, the SUT is a code generator, meaning that the generated code is a system that must be tested. Therefore, our modular test toolchain includes the test system TS3 to ensure that each artifact appropriately handles the input of the provided specification instances. For each tested specification, a system can be generated to serve as a test oracle that reads generated example messages per message definition of the tested specification and compares its output with the expected output value. We found that the random example message generation approach works sufficiently well in our case because the actual data values are irrelevant to the generated artifacts but rather have to match. The generated code artifacts can also be embedded to transform the input back-and-forth, removing the need for expected output generation. Generating test cases via the same flow as the tested artifacts always implies a danger of concealing bugs in the test cases. This can be alleviated by solely sharing the frontend part, which is independently tested using TS1.

4 TESTING A ROS FPGA INTERFACE GENERATOR

The approach presented in Section 3 is now applied to the FIRM interface generator for ROS nodes running on FPGA. A test toolchain was constructed in parallel to its development to both enhance the development experience and increase the level of trust in the system to an industrial level. FIRM currently implements the specification of the IDL of ROS 1 and ROS 2, describing how message types can be structured. Individual instances of these specifications represent message definitions whose actual inputs are valid messages of the respective type. An overview of the toolchain of FIRM is shown in Fig. 2. For a detailed overview of the FIRM workflow, see Section IV in [9]. Both FIRM and the test system use analysis and model transformation based on AGs [23, 24] and code generation with the logic-less template engine mustache.1 The input of the toolchain is a set of message definitions, using all publicly available definitions installable in the ROS distribution currently supported, identified via their distribution’s name (e.g., humble), as well as the default set of messages in these distributions and a set of test messages. The output for every definition is a set of VHDL components corresponding to the respective message type. Additionally, ROS nodes and build files for the test infrastructure in TS3 are derived from the input, which is run using an FPGA simulator [25].

Frontend Tests (TS1). To ensure that our SUT parses the message types correctly, two different oracles are used for both ROS versions. In ROS 1, the tool rosmsg show provides a view of a message type, unrolling all referenced sub-types, that can also be derived from the model using analysis defined for this purpose. In ROS 2, the correctness is checked by constructing a prototype of the message type using the command ros2 interface proto. Additionally, we use attribute-based analysis to compute several message type metrics to gain insights into the kinds of types used, some of which are already shown in [9], e.g., message type nesting depth. This proved helpful when determining why a specific subset of message types failed a test.

Regression Tests for Semantics (TS2). We rely on our intermediary representations used as input for the template engine to test and analyze the transformations and message semantics. Since this engine is logic-less, all information is already contained in the template configuration. This configuration is a YAML document,

1http://mustache.github.io/
a concise format that is easy to compare automatically (e.g., using JSON Diff [26]) and manually. It is not only used in regression testing but also serves as a human-readable connection document between frontend and backend experts (RQ2, RQ3).

**Message-Level Acceptance Tests (TS3).** Since the SUT generates hardware modules written in VHDL, TS3 needs to generate a test infrastructure able to validate the logic of the generated components and check their integration into the ROS ecosystem. To avoid long hardware synthesis times and relatively short execution times (cf. Fig. 5), we use the GHDL [25] simulator instead of FPGA deployment. The generated hardware is tested in three steps for each message type (cf. Fig. 2). The first step (generation) involves the generation of all components: the VHDL modules (artifacts) and two ROS nodes, one that produces message instances and transfers them in serialized form and one that consumes the messages in a serialized form from the FPGA (test artifact). In the next step (simulation), the generated VHDL modules are integrated into a GHDL project to execute the corresponding simulation.

It takes the input generated by the first node, which is run through the two generated hardware converters (receiving and sending), connecting a no-op “accelerator”. It generates the serialized output to be compared with the input of the simulation in the final step (testing). In case of problems, an FPGA expert can analyze and debug the generated hardware components and traces using domain-specific tools.

## 5 EVALUATION AND INSIGHTS

All test systems are run in a continuous integration system using Docker-based Gitlab CI and run on an AMD Ryzen 9 3900 CPU with 16G RAM for all currently supported distributions (ROS 1 *noetic* and ROS 2 *humble* and *iron*). A structure of the CI is shown in Fig. 3. Tests are run sequentially to obtain some time measurements, but the entire process is parallelizable on a per-message level. In an additional step, various metrics of the system are computed. All tests are run for ROS 1 and ROS 2. To investigate the influence of the test data set, we tested with all installable and functional packages, the default base set of messages, and a custom set of test messages. For the most recent versions of ROS, 15808 individual tests for 3102 messages types (*noetic*) and 7030 individual tests for 1346 message types (*humble*) were executed. We gained the following vital insights using the presented test process.

**Managing Test Effort.** A primary target is to achieve efficiency in testing. As TS3 takes substantially longer than the other test systems, its execution time was monitored. Figure 5 shows combined test runtimes of TS3 for the latest distributions of ROS 1 and 2. Figure 5 shows the runtimes of the test system for the individual stages of each message run on *noetic*. Within TS3, the generation phase takes longer as many artifacts are generated. Hence, the longer the input, the longer the simulation. The last phase is fast since it only compares the serialized input and output of the simulation. Using metrics computed by AG analysis, the runtime can be analyzed more fine-grained (cf. Fig. 6), relating properties of messages to the runtimes of the entire test procedure or individual parts. Using the obtained measurements, we know how long each testing stage takes for each message (RQ1). Combined with analysis and a model-based test case generation, this enables us to obtain a reduced number of messages, thus adding the potential for longer-running hardware-in-the-loop tests on the FPGA. The runtime results for *noetic* and *humble* are shown in Fig. 4a and 4b, with the share of completed tests within a given timeframe. The plots show that most tests take only a few seconds to run (including a constant setup time of ca. ten seconds). At the same time, few have long runtimes, showing opportunities for the automatic construction of test sets, an approach we are currently working on.

**Test Specifications.** One of the first issues we faced was an insufficient formal specification of the ROS message model, an issue also acknowledged by Stuermer et al. [17]. In ROS 1, the message format is presented informally, with little information about the serialization of messages, so reverse engineering was required. This shortcoming is addressed in ROS 2, which provides a mapping to OMG IDL [27]. However, the message format itself still needs to be formally described, so using it as an input to our toolchain is still problematic. Therefore, we plan to investigate direct IDL support. We generally see it essential to provide formally specified syntax and semantics for specifications.

**Test in Stages.** While we mostly show the final result of the approach and toolchain, looking at its development process is worthwhile. The staged transformation approach proved helpful for several reasons, providing answers to RQ1. First, it allowed us to spot errors and regressions early, which is vital since the models’ complexity increases, resulting in hard-to-debug VHDL code. Furthermore, the development was a joint effort from collaborators...
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**Figure 2: Test systems (TS) in the FIRM process.**

**Figure 3: GitLab CI. Steps can use results from predecessors.**
with a background in embedded hardware (the domain expert) and language engineering. Our template-based approach allowed the domain expert to specify and test templates without detailed knowledge of the model transformation and analysis mechanisms (RQ2), similar to the grey box testing approach by Sakamoto et al. [28]. Thus, we advocate for template-based code generation and logic-less templates specifically (RQ3), allowing lightweight template definition and an explicit and concise notation of the analysis results.

Assess the Coverage. The goal of testing is to ensure an (ideally quantifiable) level of quality. This is a two-fold problem in this case since both coverage in the language of message types and the set of messages for each type must be considered. For the former, we start the pragmatic approach of testing all messages in all current ROS distributions and can easily extend this to new distributions and user-defined messages, e.g., to consider messages obtained by crawling online repositories. Still, investigating coverage metrics and model-based test case generation is an important topic to reduce the enormous test efforts. Using template engines provides some opportunities to obtain coverage for generative tools. We have automatically assessed how much of the code contained in the fragments is used when performing the provided tests by tracing the fragments during template expansion as part of our CI pipeline. This process not only enables us to eliminate all dead code from the fragments but also serves as an indication of coverage, albeit a weak one, mostly, since values contained in template configurations are not considered. The coverage of message instances in VHDL is hard to define because the code handles signals rather than the control flow structures.

Use Analysis. The core process is controlled by analysis and transformations specified using AGs, a helpful approach for two reasons. First, AGs provide the integrated treatment of structure and semantics. This is in line with [20], discussing the benefits of using a common model in all aspects of the process. Secondly, the analysis gives insight into the SUT. We obtained many metrics from our input model. These are especially relevant when optimizing non-functional properties of code and test generation as suggested in [18, 19]. Furthermore, a deep understanding of the code helps to not only systematically evaluate but also to systematically design test data, addressing RQ1. While attribute-based analysis is not always an option, similar results can also be achieved with traditionally programmed analysis, possibly with more development effort.

Use Simulation. The process of testing the functionality of each converter directly on an FPGA would take immense time due to all the phases involved in obtaining a bitstream (all the programming information for FPGAs) from a VHDL module. That is why we chose to use a simulator for all messages and only manually test some on an FPGA with distinct characteristics. This helped to validate the logic design, which is then generalized with the simulation of all messages for that distinct characteristic evaluated on the FPGA.

6 CONCLUSION

This work presented the test infrastructure used to construct a complex code generator for FPGA components as ROS interfaces for hardware accelerators.

We showed the complexity of the use case and its relevance for multiple application areas, highlighting some important issues in testing model-driven code generators. Through this work, we obtained the presented insights into designing middleware test systems and were able to design the systematic and structured approach RQ1 to RQ3 inquire. The authors continuously apply the presented framework in their research [29, 30]. They are extending the test infrastructure for using an integrated automatic deployment system for ROS nodes on FPGAs with future industry applications as part of a research transfer endeavor. In this context, the application of hardware-in-the-loop (HIL) testing is investigated. While a very specific use case is presented, many aspects can be applied to a broader range of systems, such as code generators (staged testing), systems with long-running tasks (runtime analysis), and tools that use template-based code generation (coverage analysis).
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3 Tracing was achieved by constructing variants of the templates with added markers. 89% of the fragments created at some point during development were not used in any tests and thus could be removed with minimal risk.
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